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Abstract. An integral solution to the quantum Knizhnik–Zamolodchikov (qKZ) equation with
|q| = 1 is presented. Upon specialization, it leads to a conjectural formula for correlation
functions of theXXZ model in the gapless regime. The validity of this conjecture is verified
in special cases, including the nearest-neighbour correlator with an arbitrary coupling constant
and general correlators in theXXX andXY limits.

1. Introduction

Consider the one-dimensional spin-1
2 XXZ chain

H = − 1
2

∞∑
n=−∞

(
σxn σ

x
n+1 + σyn σ

y

n+1 +1σznσ
z
n+1

)
. (1.1)

In this paper we address the problem of describing correlation functions of (1.1) in the
gapless regime|1| 6 1. In earlier works [1, 2], the case of the anti-ferromagnetic regime
1 < −1 was treated within the framework of the representation theory of the quantum
affine algebraUq(ŝl2). As a result, correlation functions have been described by using the
quantum Knizhnik–Zamolodchikov (qKZ) equation. It is with this aspect that we will be
concerned in this paper. Before coming to the main subject of this paper, let us first recall
some known results for1 < −1.

Let V = C2, and consider theR-matrixR(β) ∈ EndC(V ⊗V ) associated with theXXZ
model (see equation (2.2)). The qKZ equation is the following system of linear difference
equations for an unknown functionGn(β1, . . . , β2n) that takes values inV ⊗2n:

Gn(β1, . . . , βj − 2π i, . . . , β2n) = Rj j+1(βj − βj+1 − 2π i)−1 · · ·Rj 2n(βj − β2n − 2π i)−1

×R1j (β1 − βj ) · · ·Rj−1j (βj−1 − βj )Gn(β1, . . . , βj , . . . , β2n) . (1.2)

Here Rij (β) ∈ EndC(V
⊗2n) signifies the matrix acting asR(β) on the (i, j )th tensor

components and as identity elsewhere. The correlation functions of arbitrary local operators
are obtained as the specialization

Gn(

n︷ ︸︸ ︷
β + π i, . . . , β + π i,

n︷ ︸︸ ︷
β, . . . , β) . (1.3)

To be precise, in the case1 < −1, there are two functionsF (i)n (i = 0, 1) associated with
the two anti-ferromagnetic vacuum states, and it is their sumGn = F (0)n +F (1)n that satisfies
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the qKZ equation (1.2), as well as a set of relations (2.4)–(2.6). The correlators are given
by specializations ofF (i)n rather thanGn itself. In the context of representation theory, the
functionsF (i)n are traces of products of certain intertwiners (vertex operators) taken over
the integrable highest weight modulesV (3i). By realizingV (3i) in terms of bosonic free
fields, an explicit integral formula was obtained for the functionsF (i)n (i = 0, 1) and hence
for the solutionGn of the qKZ equation.

The argument relating correlation functions to the functionsGn is based on the extension
of the corner transfer matrix method [2, 3]. It is applicable to the more general case of the
XYZ spin chain as well [4]. Correlation functions are related in the same way as above
with solutionsGn of the qKZ equation, this time having the ellipticR-matrix as coefficients.
Unfortunately, the mathematical structure of theXYZ model is not yet fully understood
(see [5, 6] for a formulation of an elliptic extension ofUq(ŝl2)). The free-field realization
is still unavailable (see, however, the recent development [7, 8] in this direction). Thus it
remains an important open problem to construct solutions to the qKZ equation in the elliptic
case.

For theXXZ chain in the gapless regime|1| 6 1, the corner transfer matrix fails to be
well defined. Nevertheless, this case can be viewed as a limiting case of theXYZ chain, so
that the same recipe (1.3) is expected to apply for obtaining correlation functions. (Unlike
the case1 < −1, the vacuum state is unique and the distinction betweenF (0) andF (1)

disappears.) The problem is then to find appropriate solutions of the qKZ equation.
Up to an overall scalar, theR-matrix R(β) of theXXZ chain is a rational function in

ζ = e−νβ q = −eπ iν (1.4)

where

1 = − cosπν = q + q−1

2
. (1.5)

However, the nature of the solutions is quite different depending on whether1 < −1 or
|1| 6 1. In the case1 < −1, we have−1< q < 0 and the solutions are meromorphic in
ζ , typically involving infinite products of the form

∏∞
n=1(1 − ζq2n). On the other hand, the

case|1| 6 1 corresponds to|q| = 1. There are no analytic solutions which are single-valued
in ζ . Instead one has to look for solutions which are meromorphic in logζ .

A certain class of solutions to the qKZ equation with|q| = 1 has been studied in detail
by Smirnov [9] in connection with the form factors in the sine–Gordon theory. The equation
relevant to the correlation functions of theXXZ model is slightly different from Smirnov’s,
in particular the shift−2π i in (1.2) is replaced by+2π i in his case (the former has ‘level
−4’ while the latter has ‘level 0’; we will also consider the case in which the shift−2π i
is replaced by−iλ whereλ > 0 is a parameter.) In this paper we give a solution to the
former, in the form of an integral which has a similar structure to the case1 < −1, and
conjecture that its specialization (1.3) gives the correlation functions of theXXZ model
with |1| 6 1. Our integral formula is essentially the same as the one written down earlier
by Lukyanov [10]. However, in Lukyanov’s case, it is given as a generating function of
the form factors of local operators in the sine–Gordon theory. Our point here is to interpret
it as a formula for the correlation functionson the lattice. In general, difference equations
determine the solutions only up to arbitrary periodic functions. We need to ensure that the
particular solution we present actually corresponds to correlation functions. As supporting
evidence, we verify this statement in three special cases for which exact results are available:
(i) the nearest-neighbour correlation〈σ z1σ z2〉, (ii) theXXX model1 = −1 and (iii) theXY
model1 = 0. The integral formula and these verifications are the main results of this
paper.
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The text is organized as follows. In section 2 we formulate the qKZ and related
equations. We then write down an integral formula for solutions. In section 3 we specialize
the formula in section 2 and propose that it gives correlation functions. In the special case
ν = 0, we recover the formula for the correlation functions of theXXX model derived
earlier in [2, 11, 12]. In section 4 we process our integral formula to reproduce the simplest
correlation function〈σ z1σ z2〉. This quantity can be derived by differentiating the ground-state
energy of the Hamiltonian. In section 5 we consider theXY limit (ν = 1

2), which can be
studied independently by using free fermions. The correlation functions are given by the
determinants of certain matrices whose entries are elementary functions inβj . Our integral
formula in this case is shown to be equivalent to the free-fermion result. Section 6 is
devoted to a discussion concerning some previous works [9, 10, 12] on the qKZ equation
with |q| = 1.

Since most of the statements are proved by purely computational means, we have put
technical points in the appendices in order to make the paper easier to read. In appendix A,
a summary of Barnes’ multiple gamma functions is offered. Appendix B contains the proof
of the difference equations of section 2. In appendix C it is shown how then-fold integral is
reduced to an(n− 1)-fold one by explicitly carrying out the integration once. Appendix D
is the derivation of the expression for〈σ z1σ z2〉. Appendix E is the evaluation of an integral
in the caseν = 1

2. Finally, appendix F is devoted to the free-fermion theory in theXY

limit.

2. Integral formula

2.1. The difference equations

In this section, we formulate the system of equations we are going to study, including the
qKZ equation with|q| = 1. We then give a particular solution in the form of an integral.
Throughout this section we fix parametersν andλ (see equation (1.4)) such that 0< ν < 1
andλ > 0. For the convergence of the integral, we assume that

λ+ π

ν
> 2π . (2.1)

In the application to theXXZ model, we will chooseλ = 2π .
Consider theR-matrix R(β) ∈ EndC(V ⊗ V ) acting on the tensor product ofV =

Cv+ ⊕ Cv−:

R(β)(vε
′
1 ⊗ vε

′
2) =

∑
ε1,ε2

R
ε′

1ε
′
2

ε1ε2(β)v
ε1 ⊗ vε2

R(β) = 1

κ(β)
R̄(β) .

(2.2)

The parameterν enters the matrix elements as follows:

R̄++
++(β) = R̄−−

−−(β) = 1

R̄+−
+−(β) = R̄−+

−+(β) = b̄(β)

R̄+−
−+(β) = R̄−+

+−(β) = c̄(β)

R̄
ε′

1ε
′
2

ε1ε2(β) = 0 in the other cases

(2.3)

where

b̄(β) = sinhνβ

sinhν(π i − β)
c̄(β) = sinhνπ i

sinhν(π i − β)
.
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The functionκ(β) will be specified below. It is chosen to ensure that theR-matrix satisfies
the unitarity and the crossing symmetry relations

R12(β)R21(−β) = id R
ε′

2ε1

ε2ε
′
1
(β) = R

−ε′
1 ε

′
2−ε1 ε2
(π i − β) .

Let n be a non-negative integer. Consider aV ⊗2n-valued function Gn =
Gn(β1, . . . , β2n), depending on the ‘spectral parameters’β1, . . . , β2n. We set

G0 = 1 .

We study the following system of difference equations forGn involving the parameterλ:

Gn(. . . , βj+1, βj , . . .)...,εj+1,εj ,... =
∑
ε′
j ,ε

′
j+1

R
ε′
j ,ε

′
j+1

εj ,εj+1 (βj − βj+1)Gn(. . . , βj , βj+1, . . .)...,ε′
j ,ε

′
j+1,...

(2.4)

Gn(β1, . . . , β2n−1, β2n − iλ)ε1,...,ε2n = Gn(β2n, β1, . . . , β2n−1)ε2n,ε1,...,ε2n−1 (2.5)

Gn(β1, . . . , β2n)ε1,...,ε2n

∣∣
β2n=β2n−1+π i = δε2n−1+ε2n,0Gn−1(β1, . . . , β2n−2)ε1,...,ε2n−2 . (2.6)

In particular, the qKZ equation (1.2) is a consequence of (2.4) and (2.5). It can be shown
also that (2.4) and (2.6) imply

Gn(β1, . . . , β2n)ε1,...,ε2n

∣∣
βj+1=βj+π i

= δεj+εj+1,0Gn−1(β1, . . . , βj−1, βj+2, . . . , β2n)ε1,...,εj−1,εj+2,...,ε2n (2.7)

for any j = 1, . . . ,2n − 1. Note that equations (2.4)–(2.6) involve only the functions
Gn(β1, . . . , β2n)ε1,...,ε2n with fixed value of the ‘spin’ε1 + · · · + ε2n. Throughout this paper
we will restrict ourselves to the ‘spin-0’ case, i.e. we assume

Gn(β1, . . . , β2n)ε1,...,ε2n = 0 unless ε1 + · · · + ε2n = 0 .

2.2. Auxiliary functions

Our aim in this section is to construct a solution to (2.4)–(2.6) by using ann-fold integral.
The formula involves certain special functionsκ(β), ρ(β), ϕ(β), ψ(β). Let us first give
their definitions and list some of their properties. In what follows,Sr(x|ω1, . . . , ωr) will
denote the multiple sine function (see appendix A for the definition).

• κ(β)

κ(β) = − S2(iβ|2π, π/ν)S2(π − iβ|2π, π/ν)
S2(−iβ|2π, π/ν)S2(π + iβ|2π, π/ν)

= exp

{
−i

∫ ∞

0

dt

t

sin(2βν/π)t sinh(1 − ν)t

sinht coshνt

}
κ(β)κ(−β) = 1

κ(β)κ(β − π i) = sinhνβ

sinhν(π i − β)
= b̄(β) .

• ρ(β)

ρ(β) = sinh
πβ

λ

S3(π − iβ)S3(π + λ+ iβ)

S3(−iβ)S3(λ+ iβ)
(S3(x) = S3(x|2π, λ, π/ν))

= ρ

(
iλ

2

)
exp

{∫ ∞

0

dt

t

sin2 ((β − iλ/2)νt/π) sinh(1 − ν)t

coshνt sinht sinhλνt/π

}



Quantum KZ equation and correlation functions of theXXZ model 2927

ρ(β)

ρ(−β) = κ(β) (2.8)

ρ(iλ− β) = ρ(β) (2.9)

ρ(β) = νρ(π i)

i sinπν
(β + π i)+ · · · whenβ → −π i . (2.10)

• ϕ(β)

ϕ(β) = 2

S2(π/2 + iβ|λ, π/ν)S2(π/2 − iβ|λ, π/ν)

= ϕ(0) exp

{
−2

∫ ∞

0

dt

t

sin2 βνt/π sinh(1 + (λ− π)ν/π)t

sinhλνt/π sinht

}
ϕ(−β) = ϕ(β)

ϕ(β − iλ)

ϕ(β)
= − sinhν(β − π i/2)

sinhν(β + π i/2 − iλ)
(2.11)

ϕ(β ± π i/ν)

ϕ(β)
= − sinh(π/λ)(β ± π i/2)

sinh(π/λ)(β ∓ π i/2 ± π i
ν
)

ϕ(β) = ±
√
λ/(πν)

iS2(π |λ, π/ν)(β ∓ π i/2)
+ · · · whenβ → ±π i/2 (2.12)

ρ(β)ρ(β + π i)ϕ(β + π i/2) = i

4 sinhνβ
. (2.13)

• ψ(β)

ψ(β) = sinhπβ/λ S2(π + iβ|λ, π/ν)S2(π − iβ|λ, π/ν)
ψ(−β) = −ψ(β) (2.14)

ϕ(β + π i/2)ϕ(β − π i/2)ψ(β) = 1

sinhνβ
(2.15)

ψ(β + iλ)

ψ(β)
= sinhν(β + iλ− π i)

sinhν(β + π i)
. (2.16)

In addition we will use a constantcn given by

cn = (−16)n(n−1)/2

(
πS2(π |λ, π/ν)2

λρ(π i)

)n
. (2.17)

In the caseλ = 2π the formulae simplify to

ψ(β) = sinhβ cn = (−16)n(n−1)/2

ρ(π i)n
.

2.3. Integral formula

Let us present the integral formula forGn(β1, . . . , β2n)ε1...ε2n . Given a set of indices
ε1, . . . , ε2n ∈ {+,−}, we define a mapa ∈ {1, . . . , n} → ā ∈ {1, . . . ,2n} in such a
way thatεā = + and ā < b̄ if a < b. Define further a meromorphic function

Qn(α|β)ε1...ε2n =
∏
j<ā sinhν(αa − βj + π i/2)

∏
j>ā sinhν(βj − αa + π i/2)∏

a<b sinhν(αa − αb − π i)
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whereα = (α1, . . . , αn) andβ = (β1, . . . , β2n). After these preparations, we set

Gn(β1, . . . , β2n)ε1...ε2n = cn
∏
j<k

ρ(βj − βk)

×
∏
a

∫
Ca

dαa
2π i

∏
a,j

ϕ(αa − βj )
∏
a<b

ψ(αa − αb)Qn(α|β)ε1...ε2n . (2.18)

Clearly we have, for anyγ ,

Gn(β1 + γ, . . . , β2n + γ ) = Gn(β1, . . . , β2n) .

In appendix B, we will prove that with the appropriate choice of the integration contours
Ca (1 6 a 6 n) as given below, the functionGn(β1, . . . , β2n) is meromorphic and
satisfies (2.4)–(2.6).

In order to specify the integration contours, let us examine the poles of the integrand
of (2.18). The poles ofϕ(αa − βj ) are at

αa − βj = ±i(n1λ+ n2/νπ + π/2) (n1, n2 > 0) . (2.19)

The poles ofψ(αa − αb) (a < b) are at

αa − αb = ±i(n1λ+ (n2 − ν)π/ν) (n1, n2 > 1) (2.20)

and the poles of 1/ sinhν(αa − αb − π i) are at

αa − αb = n+ ν

ν
π i (n ∈ Z) . (2.21)

Sinceψ(αa − αb) has zeros at

αa − αb = ±i(n1λ+ n2π/ν + π) (n1, n2 > 0) (2.22)

the poles ofψ(αa − αb)/ sinhν(αa − αb − π i) are at

αa − αb = i(n1λ+ n2 − ν

ν
π) (n1, n2 > 1) (2.23)

or

αa − αb = −i(n1λ+ n2 − ν

ν
π) (n1 > 0, n2 > 1) . (2.24)

Therefore, the poles in the variableαa of the integrand are contained in the set

{βj ± i(n1λ+ n2

ν
π + π

2
) (1 6 j 6 2n; n1, n2 > 0)

αb + i(n1λ+ n2 − ν

ν
π) (a < b 6 n; n1, n2 > 1)

αb − i(n1λ+ n2 − ν

ν
π) (a < b 6 n; n1 > 0, n2 > 1)

αb + i(n1λ+ n2 − ν

ν
π) (1 6 b < a; n1 > 0, n2 > 1)

αb − i(n1λ+ n2 − ν

ν
π) (1 6 b < a; n1, n2 > 1)} .

We choose the contourCa for αa by the following rule:

αa lies on the real line for|αa| � 0 (2.25)

βj + π i
2 (1 6 j 6 2n) αb + i(λ+ 1−ν

ν
π) (a < b 6 n)

αb + i 1−ν
ν
π (1 6 b < a) are aboveCa (2.26)

βj − π i
2 (1 6 j 6 2n) αb − i 1−ν

ν
π (a < b 6 n)

αb − i(λ+ 1−ν
ν
π) (1 6 b < a) are belowCa . (2.27)
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Note that we can chooseCa to be the same contourC for all a such thatβj + π i/2
(1 6 j 6 2n) are aboveC andβj − π i/2 (1 6 j 6 2n) are belowC.

Let us check the convergence of the integral. Recall that the periods of the double sine
function S2 used inϕ andψ are such thatω1 = λ > 0 andω2 = π/ν > π . In the proof
below, we use ‘constant’ to mean different constants which appear in the estimates. From
(A.14), we have

|ϕ(αa − βj )| 6 constant× e
π(π−ω1−ω2)

ω1ω2
|αa |∣∣∣∣ ψ(αa − αb)

sinhν(αa − αb − π i)

∣∣∣∣ 6 constant× e
2π(ω2−π)
ω1ω2

(|αa |+|αb|)

| sinhν(αa − βj ± π i/2)| 6 constant× e
π
ω2

|αa | .

Collecting these estimates we see that∣∣∣∣∏
a,j

ϕ(αa − βj )
∏
a<b

ψ(αa − αb)Qn(α|β)ε1...ε2n

∣∣∣∣ 6 constant× e
π(2π−ω1−ω2)

ω1ω2

∑
a |αa | .

Since we have assumed that 2π −ω1 −ω2 = 2π − λ−π/ν < 0, the integral is convergent.

2.4. One-time integration

In the case of interestλ = 2π , then-fold integral forGn(β1, . . . , β2n) can be reduced to an
(n− 1)-fold integral by carrying out the integration once. The result is stated as follows.

Gn(β1, . . . , β2n)ε1,...,ε2n = c̃n
∏

16j<k62n

ρ(βj − βk)

×π
ν

1

e
∑
βj /2

∑
e−βj

n∑
l=1

(−1)l̄+1
∫
. . .

∫ ∏
k 6=l

dαkD(α1, . . . , αl−1, αl+1, . . . , αn)

×
∏
k 6=l

[2n∏
j=1

ϕ(αk−βj )
∏
j<k̄

sinhν
(
αk−βj+π i/2

) ∏
j>k̄

sinhν
(−αk+βj+π i/2

)]

×sinhν
(∑

k 6=l αk + 1
2βl̄ − 1

2

∑
j 6=l̄ βj + π i(l̄ − 2l + 1

2)
)∏

r<s,r,s 6=l sinhν(αr − αs − π i)
. (2.28)

Here we have set

c̃n = 23n(n−1)/2
(−π iρ(π i)

)−n

and

D(x1, . . . , xn−1) = det
(
e−(n−2k−1)xj

)
16j,k6n−1 .

As before, the numbers̄1< · · · < n̄ are determined by

{l̄ | 1 6 l 6 n} = {j | 1 6 j 6 2n, εj = +} .
The integration is taken along a path going from−∞ to +∞ in such a way that
−π/2 < Im(αk − βj ) < π/2 for all k, j . In the above, we assume that 0< ν < 1

2
for the convergence of the integral. It should also be possible to treat the case1

2 6 ν < 1
by introducing a suitable regularization as in [9], but we do not go into this question here.

The derivation of (2.28) will be given in appendix C.
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3. Correlation functions

We now proceed to the description of correlation functions of theXXZ model. From now
on, we assume thatλ = 2π .

First let us set up the notation. LetEεε′ denote the 2× 2 matrix with 1 at the(ε, ε′)th
place and 0 elsewhere. Thus the Pauli spin operators read

σx = E+− + E−+ σy = −iE+− + iE−+ σ z = E++ − E−− .

In the tensor product· · ·⊗Vj ⊗Vj+1 ⊗· · · of Vj ' C2, we letσαj , E(j)εε′ denote, respectively,
the operators acting asσα or Eεε′ on thej th component and as identity elsewhere.

By a local operator we mean an element of the algebra generated byσαj ’s. Any

local operator is a linear combination of operators of the formO = E
(r)
ε′
r εr
E
(r+1)
ε′
r+1εr+1

· · ·E(s)ε′
s εs

(r 6 s). The correlation function ofO is its expected value with respect to the ground-
state eigenvector of theXXZ Hamiltonian. We conjecture that it is given by the following
special value ofGn (n = s − r + 1):

〈E(r)ε′
r εr

· · ·E(s)ε′
s εs

〉 def= Gn(

n︷ ︸︸ ︷
β + π i, . . . , β + π i,

n︷ ︸︸ ︷
β, . . . , β)−ε′

r ,...,−ε′
s ,εs ,...,εr

. (3.1)

We shall consider a slightly more general object

Gn(βr + π i, . . . , βs + π i, βs, . . . , βr)−ε′
r ,...,−ε′

s ,εs ,...,εr
. (3.2)

This corresponds to introducing spectral parametersβj as inhomogeneity of the model (in
the terminology of [13], the corresponding model is ‘Z-invariant’). We shall denote (3.2)
by

〈E(r)ε′
r εr

· · ·E(s)ε′
s εs

〉(βr , . . . , βs) . (3.3)

To see the specialization (3.2) is well defined, we note the following. In the general
formula (2.18) the contourC for integration is such thatβj + i(2πn1 + πn2/ν + π/2)
(n1, n2 > 0) (respectivelyβj − i(2πn1 +πn2/ν+π/2) (n1, n2 > 0)) is above (respectively
below) C. Whenβj = βk + π i, the contourC is pinched byβj − π i/2 andβk + π i/2.
However,Qn(α|β) has a zero atαa = βj −π i/2 for ā > j , and also atαa = βk +π i/2 for
ā < k. Therefore, ifj < k, there is no pinching by poles of the total integrand.

In order for (3.1) to make sense as a correlator, we must check the following property:

Proposition 3.1.

〈E(r)ε′
r εr

· · ·E(s−1)
ε′
s−1εs−1

(E
(s)
++ + E

(s)
−−)〉(βr , . . . , βs−1, βs) = 〈E(r)ε′

r εr
· · ·E(s−1)

ε′
s−1εs−1

〉(βr , . . . , βs−1)

(3.4)

〈(E(r)++ + E
(r)
−−)E

(r+1)
ε′
r+1εr+1

· · ·E(s)ε′
s εs

〉(βr , βr+1, . . . , βs) = 〈E(r+1)
ε′
r+1εr+1

· · ·E(s)ε′
s εs

〉(βr+1, . . . , βs) .

(3.5)

Proof. Let us takeβj = βj+1 + π i in (2.4). Since

R(π i) =


0

1 1
1 1

0


we find from (2.7) that

Gn−1(β1, . . . , βj−1, βj+2, . . . , β2n)ε1,...,εj−1,εj+2,...,ε2n

=
∑
ε

Gn(β1, . . . , βj , βj+1, . . . , β2n)ε1,...,ε,−ε,...,ε2n

∣∣
βj=βj+1+π i .
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Equation (3.4) is a direct consequence of this. The above equation together with (2.5)
implies (sinceλ = 2π ) that

Gn−1(β2, . . . , β2n−1)ε2,...,ε2n−1 =
∑
ε

Gn(β1, . . . , β2n)−ε,ε2,...,ε2n−1,ε

∣∣
β2n=β1+π i .

From this follows (3.5). �
We now write down the integral formula for (3.2). Setn = s−r+1, and definē1, . . . , n̄

(r 6 1̄< · · · < n̄ 6 s + n = r + 2n− 1) by the following rule:

{1̄, . . . , n̄} = {j | r 6 j 6 s, ε′
j = −} ∪ {j ∗ | r 6 j 6 s, εj = +}

wherej ∗ = 2s + 1 − j . We have then the following expression for (3.2).

〈E(r)ε′
r εr

· · ·E(s)ε′
s εs

〉(βr , . . . , βs)

=
∏

r6j<k6s

sinh(βj − βk)

sinhν(βj − βk)

∫
· · ·

∫ n∏
l=1

dαl
2π

∏
16l<l′6n

sinh(αl − αl′)

sinhν(αl − αl′ − π i)

×
∏
r6l̄6s

[ s∏
j=r

i

sinh(αl − βj + i0)

∏
r6j<l̄

sinhν(αl − βj )

×
∏
l̄<j6s

sinhν(−αl + βj + π i)

] ∏
s+16l̄6s+n

[ s∏
j=r

−i

sinh(αl − βj − i0)

×
∏

r6j<l̄∗
sinhν(−αl + βj )

∏
l̄∗<j6s

sinhν(αl − βj + π i)

]
. (3.6)

Here the symbolαl − βj + i0 (respectivelyαl − βj − i0) indicates that the contour forαl
runs above (respectively below)βj .

Let us put the formula in a form closer to the known result forν = 0, taking r = 1,
s = n. We choose the integration contourC+ for αa (1 6 ā 6 n) and C− for αa
(n + 1 6 ā 6 2n) in such a way thatβj + π i (respectivelyβj ) (1 6 j 6 n) are above
(respectively below)C+ andβj (respectivelyβj − π i) (1 6 j 6 n) are above (respectively
below) C−. (Here the contours are directed from−∞ to ∞, as opposed to theC± in
pp 122–3 of [2].)

SetA′ = {j | ε′
j = −} andA = {j | εj = +}. We suppose that](A′)+ ](A) = n since

otherwise〈E(1)
ε′

1ε1
· · ·E(n)ε′

nεn
〉(β1, . . . , βn) = 0. We define a mapping

a ∈ {1, . . . , n} = A+ t A− → ā ∈ {1, . . . , n} (3.7)

by the condition that (i){ā | a ∈ A+} = A′, {ā | a ∈ A−} = A; (ii) if a, b ∈ A+ anda < b

thenā < b̄; (iii) if a, b ∈ A− anda < b thenā > b̄. In other words, the+’s in the sequence
−ε′

1, . . . ,−ε′
n, εn, . . . , ε1 are −ε′

1̄
, . . . ,−ε′

s̄ ′ , εs̄, . . . , ε1̄ wheres = ](A−) = n − s ′. Then
we have

Gn(β1 + π i/2, . . . , βn + π i/2, βn − π i/2, . . . , β1 − π i/2)−ε′
1,...,−ε′

n,εn,...,ε1

= (−1)
∑

a∈A+ ā+
∑

a∈A− ā+](A−)+n(n−1)/2
∏

16j<k6n

sinh(βj − βk)

sinhν(βj − βk)

×
∏
a∈A+

∫
C+

dαa
2π i sinhν(αa − βā)

∏
a∈A−

∫
C−

dαa
2π i sinhν(αa − βā)

×
∏

16a<b6n

sinh(αa − αb)

sinhν(αa − αb − π i)

∏
16a,j6n

sinhν(αa − βj )

sinh(αa − βj )
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×
∏
a∈A+
j>ā

sinhν(βj − αa + π i)

sinhν(βj − αa)

∏
a∈A−
j>ā

sinhν(αa − βj + π i)

sinhν(αa − βj )
. (3.8)

In the limit ν = 0 we recover the integral formula for theXXX correlation
functions ([2, 11, 12]).

4. Nearest-neighbour correlator

In this section we examine the simplest cases of the general formula for the correlators
proposed in the previous section.

First consider the caseG1(β1, β2). Taking n = 1 in formula (2.28), we immediately
find the following.

Proposition 4.1.

G1(β1, β2)−+ = G1(β1, β2)+− = 1

2ν

ρ(β1 − β2)

ρ(π i)

sinh 1
2ν(β1 − β2 − π i)

sinh 1
2(β1 − β2 − π i)

.

In particular, by settingβ1 = β2 + π i, we have

〈E(1)++〉 = 〈E(1)−−〉 = 1
2 . (4.1)

Next let us taken = 2 in (2.28).

Proposition 4.2.Assuming 0< ν < 1
2, we have

G2(β1, . . . , β4)++−− =
∏
j<k ρ(βj − βk)

ρ(0)2ρ(π i)4
e− ∑4

j=1 βj /2

2πν2
∑4
j=1 e−βj

×
∫

dα eα
4∏

j=1

ϕ(α − βj ) sinhν
(−α + β3 + π i/2

)
sinhν

(−α + β4 + π i/2
)

×
[
sinhν

(−α + β2 + π i/2
)

sinhν
(
α + (β2 − β1 − β3 − β4)/2 − 3π i/2

)
− sinhν

(
α − β1 + π i/2

)
sinhν

(
α + (β1 − β2 − β3 − β4)/2 − π i/2

)]
. (4.2)

The integral is taken along a path from−∞ to +∞ such that−π/2< Im(α − βj ) < π/2
for all j .

Here we have used the relationρ(0)ρ(π i) = −1/(4
√
ν) which follows from (2.12),

(2.13) andS2(π |2π, π/ν) = √
2.

Upon specialization(β1, . . . , β4) = (β+π i, β+π i, β, β), this integral can be processed
further. After a chain of steps detailed in appendix D, we obtain the following result.

Proposition 4.3.We have

〈E(1)−−E
(2)
−−〉 = G2(β + π i, β + π i, β, β)++−−

= 1

π2 sinπν

d

dν

(
sinπν

∫ ∞

0

sinh(1 − ν)t

sinht coshνt
dt

)
+ 1

2
. (4.3)

We note that, since both sides are holomorphic with respect toν for 0 < Reν < 1,
equation (4.3) is valid without the restriction 0< ν < 1

2.
We now compare formulae (4.1) and (4.3) with known answers. For this purpose let us

quote from [3] the results concerning theXXZ model which are relevant to the following
discussion.
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TheXXZ model for a periodic chain of circumferenceN is given by the Hamiltonian

H = − 1
2

N∑
j=1

(
σxj σ

x
j+1 + σ

y

j σ
y

j+1 +1σzj σ
z
j+1

)
. (4.4)

This Hamiltonian (4.4) is associated with the six-vertex model with the Boltzmann weights
([3], equations (8.8) and (8.9))

a = sin
µ− w

2
b = sin

µ+ w

2
c = sinµ . (4.5)

Denoting byT (w) the transfer matrix of the periodic system withN columns, we have

d

dw
logT (w)

∣∣
w=−µ= − 1

2 sinµ

(
H + N

2
cosµ

)
(4.6)

where1 is related toµ via

1 = − cosµ . (4.7)

The gapless regime|1| 6 1 corresponds toµ being real.
For a local operatorO, let 〈vac|O|vac〉 denote its ground-state average (in the limit

N → ∞). Since in the gapless regime the vacuum|vac〉 is invariant under the+ ↔ −
symmetry, one must have

〈vac|σ z1 |vac〉 = 〈vac|(E(1)++ − E
(1)
−−

)|vac〉 = 0 .

Along with 1 = 〈vac|(E(1)++ + E
(1)
−−

)|vac〉, this means

〈vac|E(1)++|vac〉 = 〈vac|E(1)−−|vac〉 = 1
2 . (4.8)

Our formula (4.1) is consistent with this.
In the limit N → ∞, the free energy per sitef is given by ([3], equation (8.8.17))

− f

kT
= loga +

∫ ∞

−∞

sinh(µ+ w)x sinh(π − µ)x

2x sinhπx coshµx
dx . (4.9)

It follows from the relation (4.6) that the ground-state energy per sitee0 of theXXZ chain
is

e0 = − 1
2 cosµ− 2 sinµ

∂

∂w

(
− f

kT

) ∣∣∣∣
w=−µ

. (4.10)

Differentiatinge0 with respect to1, we can obtain the nearest-neighbour correlator for
the σ z operators:

〈vac|σ z1σ z2 |vac〉 = −2
de0

d1
= − 2

sinµ

de0

dµ
.

Inserting (4.9) into (4.10), we find the following expression for this quantity:

〈vac|σ z1σ z2 |vac〉 = 1 + 4

sinµ

d

dµ

(
sinµ

∫ ∞

0

sinh(π − µ)x

sinhπx coshµx
dx

)
. (4.11)

On the other hand, in view of (4.8) we have

〈vac|σ z1σ z2 |vac〉 = 〈vac|(1 − 2E(1)−−)(1 − 2E(2)−−)|vac〉 = 4〈vac|E(1)−−E
(2)
−−|vac〉 − 1 .

Therefore, formula (4.3) agrees with (4.11) with the identificationµ = πν.
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5. The XY limit

In this section we study the integral formula for the correlation functions (3.6) at a special
value of the parameterν = 1

2. This is the case where theXXZ chain reduces to theXY
chain1 = 0. It is well known that theXY chain is equivalent to the two-dimensional Ising
model. To be more precise, theXXZ model with1 = 0 corresponds to the critical Ising
model. In this case, diagonalizing the transfer matrix in terms of free fermions, one can
calculate the correlation functions directly in the presence of arbitrary spectral parameters.
The diagonalization is worked out in appendix F. Here we show that the formulae thus
obtained give the same result as the integral formula (3.6).

We shall consider the function

〈E(r)ε′
r εr
E
(r+1)
ε′
r+1εr+1

· · ·E(s)ε′
s εs

〉(βr , βr+1, . . . , βs)

given by (3.3). In order to simplify the presentation, we shall take allβj ’s to be real
throughout this section. (This is a matter of convenience and not actually a restriction. The
final formulae are valid as meromorphic functions inβj ’s.)

A special feature aboutν = 1
2 is that (3.6) becomes a determinant.

Proposition 5.1.If ν = 1
2, we have

〈E(r)ε′
r εr

· · ·E(s)ε′
s εs

〉(βr , . . . , βs) =
∏

r6j<k6s
2i cosh1

2(βj − βk)× det(Ikk̄′)16k,k′6n . (5.1)

Heren = s − r + 1, theIkl are given forr 6 l 6 s by

Ikl = 2i2r−s+1−l
∫

dα

2π
e(k−(n+1)/2)α

l∏
j=r

1

2 cosh1
2(α − βj )

s∏
j=l

1

2 sinh1
2(α − βj + i0)

(5.2)

and fors + 1 6 l 6 s + n

Ikl = Īkl∗

with the bar denoting the complex conjugate. In (5.2), the integration contour is a line
above the real axis, as indicated by the symbol+ i0.

Proof. Specializing the formula (3.6) toν = 1
2 we find∏

r6j<k6s
2 cosh

βj − βk

2

∫
· · ·

∫ n∏
l=1

dαl
2π

∏
l<l′

2i sinh 1
2(αl − αl′)

×
∏
r6l̄6s

[
2in+s−l̄

l̄∏
j=r

1

2 cosh1
2(αl − βj )

s∏
j=l̄

1

2 sinh1
2(αl − βj + i0)

]

×
∏

s+16l̄6s+n

[
2i−r−1+l̄∗

l̄∗∏
j=r

1

2 cosh1
2(αl − βj )

s∏
j=l̄∗

1

2 sinh1
2(αl − βj − i0)

]
.

Inserting ∏
l<l′

2i sinh 1
2(αl − αl′) = i−n(n−1)/2 e− n+1

2 (α1+···+αn) det(ekαk′ )16k,k′6n

we obtain the right-hand side of (5.1). �

In appendix E we evaluate the integral (5.2) explicitly (see equation (E.2)).
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We now proceed to the calculation of correlation functions of the fermion operators

ψ∗
m = · · · σ zm−2σ

z
m−1σ

+
m ψm = · · · σ zm−2σ

z
m−1σ

−
m .

We shall consider only monomials consisting of anevennumber of such operators. They
are local operators in the sense of section 3. For instance,

ψmψ
∗
l =


σ−
m σ

z
m+1 · · · σ zl−1σ

+
l (m < l)

E
(m)
−− (m = l)

σ+
l σ

z
l+1 · · · σ zm−1σ

−
m (m > l) .

Clearly the function〈O〉 for a monomialO is 0 (see equation (3.3)) unless it consists of
the same number ofψ ’s andψ∗’s.

The following two propositions will be proved in appendix E.

Proposition 5.2.

〈ψm1 · · ·ψmkψ∗
lk

· · ·ψ∗
l1
〉 = det

(〈ψmjψ∗
li
〉)

16j,i6k . (5.3)

Proposition 5.3.

〈ψmψ∗
l 〉 = (−1)m+l〈ψ∗

mψl〉

= − il−m+1

π
(BmBl)

1/2
l∑

j=m
βj

∏l−1
i=m+1(Bj + Bi)∏l
i=m
i 6=j
(Bj − Bi)

(m < l) (5.4)

= 1
2 (m = l) . (5.5)

Formulae (5.4) and (5.5) give the same results for the corresponding quantities (F.16)
〈vac|ψmψ∗

l |vac〉 obtained directly by diagonalizing the Hamiltonian (see appendix F). In
general, the multiple correlators of the fermions are given by applying Wick’s theorem.
Since〈vac|ψmψl|vac〉 = 〈vac|ψ∗

mψ
∗
l |vac〉 = 0, the result is given as a determinant in the

same way as (5.3). Any local operator (i.e. a finite linear combination of monomials in
σαj ’s) can also be written as a linear combination of monomials of the fermions. Therefore,
we can state

Proposition 5.4.For an arbitrary local operatorO, 〈O〉 = 〈vac|O|vac〉 holds.

6. Discussions

Before concluding the paper, let us touch upon previous works on the qKZ equation with
|q| = 1. In [14] Smirnov introduced and solved a system of difference equations for the
form factors of local operators in the sine–Gordon theory. His equations are the same
as (2.4) and (2.5) in this paper except thatS = −R is used (see p 29 in [14]) and that
λ = −2π instead ofλ > 0 (the case relevant to the correlation function isλ = 2π ). There
is a significant difference between (2.6) in this paper and equation (16) (p 11) in Smirnov’s.
The latter requires that the solution has a simple pole at the pointβ2n = β2n−1 + π i, while
the former requires that the solution is regular there. The physical origin of this difference
is that in Smirnov’s case the poles are the annihilation poles of the form factors while in
our case (2.6) is the normalization of the correlation functions (see proposition 3.1).

There are other mathematical differences between Smirnov’s formula and ours. The
number of integrations isn-fold in our formula in contrast to the(n − 1)-fold integrals in
Smirnov’s. Since the integration can be carried out once (see (2.28)), this difference is
rather superficial. The significant difference is that in Smirnov’s formula the(n − 1)-fold
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integral reduces to the determinant of an(n − 1) × (n − 1) matrix with entries given by
integrals with respect to a single variable. This is not the case in our formula (except for
ν = 1

2—the case of theXY model). This lack of determinantal structure is already noted
by Nakayashiki [12], where the special caseν = 0 was studied.

In a recent paper [15], Smirnov has constructed an affluent family of solutions that
corresponds to a family of local operators in the sine–Gordon theory. In our case, the
structure of the total space of solutions is absolutely unknown. In this connection, let
us mention an open problem: to show that our integrals satisfyGn(β1, . . . , β2n)ε1,...,ε2n =
Gn(β1, . . . , β2n)−ε1,...,−ε2n . A direct verification seems difficult, and we suspect that it should
follow from the uniqueness of the solution satisfying certain analyticity and asymptotics.

In fact, the form factors and the correlation functions are closely related. As was
discussed in [2, 16], in the regime1 < −1, the former are represented by the type-II
vertex operators and the latter by the type-I vertex operators. The type-I vertex operators
generate a family of solutions to the form factor equations, and vice versa. In the sine–
Gordon theory, this viewpoint was explored by Lukyanov [10]. Lukyanov has introduced the
appropriate commutation relations for the vertex operators, and has given a bosonization of
the sine–Gordon theory with a cut-off parameter. Though we have not checked the details,
it seems likely that the integral formula forGn in this paper is derivable from Lukyanov’s
bosonization after taking the cut-off parameter to infinity.

In the approach of this paper, the role of the quantum affine algebraUq(ŝl2) is unclear. In
the1 < −1 regime, the free energy, the excitation spectrum and the correlation functions
depend on the spectral parametersβj through ζj = e−νβj . In the gapless regime, these
quantities are single-valued only inβj and the period 2π i/ν is lost. What is the implication
of this fact in the representation theory? This is an interesting question to be asked.
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Appendix A. Multiple gamma functions

The multiple gamma and sine functions were introduced by Barnes [17, 18], Shintani [19]
and Kurokawa [20]. Here we follow the notation of [20]. In what follows we fix anr-tuple
of complex numbersω = (ω1, . . . , ωr). For simplicity we shall assume that Reωi > 0. We
setn · ω = n1ω1 + · · · + nrωr (n = (n1, . . . , nr)), |ω| = ω1 + · · · + ωr .

The multiple gamma and associated functions are defined as follows.
Multiple Hurwitz zeta function

ζr(s, x|ω) =
∑

n1,...,nr>0

(n · ω + x)−s . (A.1)

Multiple gamma function

0r(x|ω) = exp
(
ζ ′
r (0, x|ω)

) (
′ = ∂

∂s

)
. (A.2)

Multiple digamma function

ψr(x|ω) = d

dx
log0r(x|ω) . (A.3)
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Multiple sine function

Sr(x|ω) = 0r(x|ω)−10r(|ω| − x|ω)(−1)r . (A.4)

Multiple Bernoulli polynomials

t rext∏r
i=1(e

ωi t − 1)
=

∞∑
n=0

tn

n!
Br,n(x|ω) . (A.5)

Whenr = 1, they are related to the ordinary gamma and other functions via

ζ1(s, x|ω1) = ω−s
1 ζ

(
s,
x

ω1

)
01(x|ω1) = ω

x/ω1− 1
2

1

0(x/ω1)√
2π

ψ1(x|ω1) = 1

ω1

(
ψ

(
x

ω1

)
+ logω1

)
S1(x|ω1) = 2 sin

(
πx

ω1

)
.

Here we list the basic properties of these functions.
Difference equations.Setω(i) = (ω1, . . . , ωi−1, ωi+1, . . . , ωr).

ζr(s, x + ωi |ω)− ζr(s, x|ω) = ζr−1(s, x|ω(i)) (A.6)
0r(x + ωi |ω)
0r(x|ω) = 1

0r−1(x|ω(i)) (A.7)

Sr(x + ωi |ω)
Sr(x|ω) = 1

Sr−1(x|ω(i)) (A.8)

Br,n(x + ωi |ω)− Br,n(x|ω) = nBr−1,n−1(x|ω(i)) . (A.9)

Analyticity. As a function ofs, ζr(s, x|ω) is continued meromorphically on the whole
complex plane and is holomorphic except for simple poles ats = 1, . . . , r. We have

ζr(n, x|ω) = (−1)n

(n− 1)!
ψ(n−1)
r (x|ω) (n > r)

ζr(−n, x|ω) = (−1)r
n!

(n+ r)!
Br,n+r (x|ω) (n > 0)

lim
s→n

(s − n)ζr(s, x|ω) = (−1)n−r
Br,r−n(x|ω)

(n− 1)!(r − n)!
(r > n > 1) .

0r(x|ω)−1 is an entire function ofx. 0r(x|ω) is meromorphic with poles atx = n · ω
(n1, . . . , nr 6 0).

Sr(x|ω) is entire inx whenr is odd, and is meromorphic whenr is even. Its zeros and
poles are given by

r odd zeros atx = n · ω (n1, . . . , nr > 1 or n1, . . . , nr 6 0)

r even zeros atx = n · ω (n1, . . . , nr 6 0)

poles atx = n · ω (n1, . . . , nr > 1) .

All zeros and poles are simple ifn · ω’s do not overlap.
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Integral representations.If Rex > 0 then

ζr(s, x|ω) = −0(1 − s)

∫
C

e−xt (−t)s−1∏r
i=1(1 − e−ωi t )

dt

2π i

log0r(x|ω) = γ
(−1)r

r!
Br,r (x|ω)+

∫
C

e−xt log(−t)∏r
i=1(1 − e−ωi t )

dt

2π it

ψr(x|ω) = γ
(−1)r

r!
B ′
r,r (x|ω)−

∫
C

e−xt log(−t)∏r
i=1(1 − e−ωi t )

dt

2π i

whereγ = Euler’s constant and0(x) denotes the ordinary gamma function. The contour
C is shown in figure A1.

Figure A1. The contourC.

Asymptotic expansion.Assumeω1, . . . , ωr > 0. Then for anyN > 1 we have

log0r(z|ω) = (−1)r−1
r∑
k=0

Br,r−k(0)
(r − k)!

zk

k!

(
logz + γ −

k∑
j=1

1

j

)
+ γ ζr(0, z)

+
N∑
n=1

(−1)n−r
(n− 1)!

(n+ r)!
Br,r+n(0)z−n + o(z−N) (A.10)

asz → ∞ in the angular domain| Arg(z − x)| 6 π − ε, wherex > 0 and 0< ε < π .
The caser = 2 is of special interest to us. In this case the following formulae hold.

logS2(x|ω) =
∫
C

sinh(x − (ω1 + ω2)/2) t

2 sinhω1t/2 sinhω2t/2
log(−t) dt

2π it
(0< Rex < ω1 + ω2)

S2(x + ω1|ω)
S2(x|ω) = 1

2 sinπx/ω2
(A.11)

S2(x|ω)S2(−x|ω) = −4 sin
πx

ω1
sinπx/ω2 (A.12)

S2(x|ω) = 2π√
ω1ω2

x + O(x2) (x → 0) (A.13)

S2(ω1|ω) =
√
ω2

ω1
S2

(ω1

2

∣∣∣ω)
=

√
2 S2

(
ω1 + ω2

2

∣∣∣∣ω)
= 1 .

In addition, asx → ∞ (± Im x > 0), we have

logS2(x|ω) = ±π i

(
x2

2ω1ω2
− ω1 + ω2

2ω1ω2
x − 1

12

(
ω1

ω2
+ ω2

ω1
+ 3

))
+ o(1)

logS2(a + x|ω)S2(a − x|ω) = ±π i
(2a − ω1 − ω2)

ω1ω2
x + o(1) .

(A.14)

Appendix B. Proof of difference equations forGn

Here we prove that the integral formula (2.18) possesses the required properties (2.4)–(2.6).

Proof of (2.4). Let Ḡn = Gn/ρn, ρn = ∏
j<k ρ(βj − βk). Because of (2.8), (2.4) reduces

to the same equation for̄Gn whereinR is replaced byR̄.
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There are four cases to consider:(εj , εj+1) = (−,−), (+,−), (−,+) and(+,+).
• Case(εj , εj+1) = (−,−). We are to show that

Ḡn(. . . , βj+1, βj , . . .)···−−··· = Ḡn(. . . , βj , βj+1, . . .)···−−··· . (B.1)

This is obvious because the integrand ofḠn is symmetric with respect toβj andβj+1

if (εj , εj+1) = (−,−).
• Case(εj , εj+1) = (−,+). Suppose that̄a = j + 1, and setα = αa. Comparing the

integrands ofḠn(. . . , βj+1, βj , . . .)···+−··· and Ḡn(. . . , βj , βj+1, . . .)···±∓···, we see that
the desired equality follows from

b̄(βj − βj+1) sinhν(α − βj + π i/2)+ c̄(βj − βj+1) sinhν(βj+1 − α + π i/2)

= sinhν(βj − α + π i/2) .

• Case(εj , εj+1) = (+,−). This is similar to the case(εj , εj+1) = (−,+).
• Case(εj , εj+1) = (+,+). We are to show that

Ḡn(. . . , βj+1, βj , . . .)···++··· = Ḡn(. . . , βj , βj+1, . . .)···++··· . (B.2)

Suppose that̄a = j , and setα = αa andα′ = αa+1. Apart from the factors that are
symmetric with respect toβj andβj+1 and antisymmetric with respect toα andα′, the
integrand of the LHS of (B.2) contains

sinhν(α′ − βj+1 + π i/2) sinhν(βj − α + π i/2)

sinhν(α − α′ − π i)
. (B.3)

Antisymmetrizing it with respect to the variablesα andα′, we obtain an expression that
is symmetric with respect toβj andβj+1. Therefore, we have (B.2).

Proof of (2.5).Because of (2.9), the equality (2.5) is equivalent to

Ḡn(β1, . . . , β2n−1, β2n − iλ)ε1···ε2n = Ḡn(β2n, β1, . . . , β2n−1)ε2nε1···ε2n−1 . (B.4)

If ε2n = −, then n̄ 6= 2n. In this case, the integrands of the LHS and the RHS coincide
because of (2.11):

ϕ(αa−β2n+iλ) sinhν(β2n−αa + π i/2−iλ) = ϕ(αa−β2n) sinhν(αa − β2n+π i/2) .

(B.5)

If ε2n = +, then n̄ = 2n. We make the following change of integration variables:

αn → αn − iλ in the LHS
α1 → αn

α2 → α1

. . .

αn → αn−1 in the RHS .

(B.6)

Then the integrands become the same by virtue of (2.11),

ϕ(αn − iλ− βj ) sinhν(αn − iλ− βj + π i/2) = ϕ(αn − βj ) sinhν(βj − αn + π i/2) (B.7)

and (2.14), (2.16),

ψ(αa − αn + iλ)

sinhν(αa − αn + iλ− π i)
= ψ(αn − αa)

sinhν(αn − αa − π i)
. (B.8)

We must also check that the contours for the LHS and the RHS are the same. Consider
the contourC̃a corresponding toαa except for the case whenε2n = + and a = n. (We
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useCa and C̃a to distinguish the contours before and after the change of variables.) The
conditions (2.25)–(2.27) forj 6= 2n are unchanged for eitherε2n = + or ε2n = −, and for
both LHS and RHS. As for the caseε2n = − andj = 2n, the condition is that, in the LHS,

β2n − iλ± i(n1λ+ n2π/ν + π/2) (n1, n2 > 0) (B.9)

are above (below)̃Ca; in the RHS,

β2n ± i(n1λ+ n2π/ν + π/2) (n1, n2 > 0) (B.10)

are above (below)C̃a. They are not the same, but not contradictory, i.e. no points are
required to be on opposite sides of a contour at the same time. Because we know that the
integrands are the same, it means that points that appear only in either (B.9) or (B.10) are
actually not poles. Therefore, the difference between (B.9) and (B.10) makes no difference
in the integrals. As for the caseε2n = + andj = 2n, the conditions (2.26) and (2.27) are
unchanged forαa (a 6= n).

If ε2n = +, the contour forαn is such that forj 6= 2n, in the LHS

βj + iλ± i(n1λ+ n2π/ν + π/2) (n1, n2 > 0)

are above (below) the contour forαn; in the RHS

βj ± i(n1λ+ n2π/ν + π/2) (n1, n2 > 0)

are above (below) the contour forαn. These two conditions are not contradictory in the
same sense as above. Forj = 2n, the conditions (2.26) and (2.27) are unchanged.

If ε2n = +, the mutual position ofαa andαn changes from the original one because of
the change of variables. However, the resulting positions ofαa andαn in the LHS and the
RHS are identical. Therefore, the integrals are the same.

Proof of (2.6).The factorρ(β2n−1 − β2n) has a zero atβ2n = β2n−1 + π i: we see from
(2.12) that

ρ(β2n−1 − β2n) = νiρ(π i)

sinπν
(β2n − β2n−1 − π i)+ · · · . (B.11)

The integral may have a pole atβ2n = β2n−1 +π i because the contourCa is pinched by
the pole ofϕ(αa −β2n−1) at αa = β2n−1 +π i/2 and that ofϕ(αa −β2n) at αa = β2n−π i/2.
We will check if this is indeed a pole, and, if so, compute the residue.

Let us consider the four cases separately.

• Case(ε2n−1, ε2n) = (−,−). The pole ofϕ(αa−β2n−1) atαa = β2n−1+π i/2 is cancelled
by the zero of sinhν(β2n−1 − αa + π i/2). Therefore, there is no pinching in this case.

• Case(ε2n−1, ε2n) = (+,+). If ā 6= 2n−1, 2n, for the same reason, there is no pinching
of Ca. Consider the integralsIi (i = 1, 2, 3) corresponding to the following contours.
The integralI3 has no pinching atβ2n = β2n−1 + π i. Let us show thatI1 − I2 and
I2 − I3 are regular atβ2n = β2n−1 + π i. After integration with respect toα1, . . . , αn−2,
the integral reads as∫

dαn−1

2π i

∫
dαn
2π i

A(αn−1, αn)
∏

a=n−1,n
j=2n−1,2n

ϕ(αa − βj )

×ψ(αn−1 − αn)
sinhν(αn − β2n−1 + π i/2) sinhν(β2n − αn−1 + π i/2)

sinhν(αn−1 − αn − π i)
.
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Figure B1. The contours forI1, I2 andI3.

Here,A(αn−1, αn) is holomorphic and symmetric with respect toαn−1 andαn. Since
ψ(β) = −ψ(−β), we can antisymmetrize the last factor and obtain

B(αn−1, αn;β2n−1, β2n) = 1

2

{
sinhν(αn − β2n−1 + π i/2) sinhν(β2n − αn−1 + π i/2)

sinhν(αn−1 − αn − π i)

−sinhν(αn−1 − β2n−1 + π i/2) sinhν(β2n − αn + π i/2)

sinhν(αn − αn−1 − π i)

}
.

The integralI1 − I2 is equal to the integral over the contour.

Figure B2. The contour forI1 − I2.

Taking the residue atαn = β2n − π i/2 (the minus sign in front of Res below comes
from the clockwise orientation of the integration contour), we get∫

dαn−1

2π i

{−Resαn=β2n−π i/2ϕ(αn − β2n)
}
A(αn−1, β2n − π i/2)

×ϕ(αn−1 − β2n−1)ϕ(αn−1 − β2n)ϕ(β2n − β2n−1 − π i/2)

×ψ(αn−1 − β2n + π i/2)B(αn−1, β2n − π i/2;β2n−1, β2n) .

The integrand has no pole atαn−1 = β2n−π i/2 becauseψ(αn−1−β2n+π i/2) vanishes.
The integral has no pole atβ2n = β2n−1 + π i becauseB(αn−1, β2n − π i/2;β2n−1, β2n)

vanishes. Therefore, the integral is regular atβ2n = β2n−1 + π i. By a similar argument
we can show thatI2 − I3 is regular atβ2n = β2n−1 + π i.

• Case(ε2n−1, ε2n) = (−,+). Taking into account the zero of the factorρ(β2n−1 − β2n)

and the pole of the residue−Resαn=β2n−π i/2, both atβ2n = β2n−1 + π i, we have

cn

cn−1

{
ρ(β2n−1 − β2n)ϕ(αn − β2n−1)

(
−Resαn=β2n−π i/2ϕ(αn − β2n)

)
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× sinhν(αn − β2n−1 + π i/2)

×
∏

16j62n−2

ρ(βj − β2n−1)ρ(βj − β2n)ϕ(αn − βj ) sinhν(αn − βj + π i/2)

×
∏

16a6n−1

ϕ(αa − β2n−1)ϕ(αa − β2n)ψ(αa − αn)

×sinhν(β2n−1 − αa + π i/2) sinhν(β2n − αa + xπ i/2)

sinhν(αa − αn − π i)

}∣∣∣∣
αn=β2n−π i/2
β2n=β2n−1+π i

= 1 .

Using equations (2.10), (2.12), (2.13), (2.15) andc0 = 1, we obtain (2.17).

The case(ε2n−1, ε2n) = (+,−) is similar.

Appendix C. One-time integration

In this appendix we show how to reduce then-fold integral for G(β1, . . . , β2n) to an
(n−1)-fold integral (2.28). We shall follow the method suggested earlier to us by Smirnov.
A similar calculation has been published in Nakayashiki’s paper [12] where the limiting
caseν → 0 was discussed. Since our working is entirely similar to that in [12], we
shall only indicate the necessary steps, omitting further details. In what follows we set
β = (β1, . . . , β2n), ε = (ε1, . . . , ε2n). We restrict toλ = 2π , so thatψ(β) = sinhβ in the
general formula (2.18).

Step 1. Using∏
r>s

2 sinh(αr − αs) = det
(
e−(n−2l+1)αk

)
16k,l6n

we rewrite the main part ofG(β)ε as

J (β)ε =
∫

· · ·
∫ n∏

k=1

dαk
∏
k,j

ϕ(αk − βj ) det
(
e−(n−2l+1)αk

)
16k,l6nQ(α|β)ε (C.1)

where

Q(α|β)ε =
∏
j<k̄ sinhν

(
αk − βj + π i/2

) ∏
j>k̄ sinhν

(−αk + βj + π i/2
)∏

r<s sinhν(αr − αs − π i)
.

Step 2. In the first column of the determinant, substitute e−(n−1)αk by the right-hand side
of the identity

e−(n−1)αk = in+122n−1

e
∑
j βj /2

∑
j e−βj

(
F+(αk)− F−(αk)+

n∑
l=2

cl(β)e
−(n−2l+1)αk

)
.

Here

F+(α) =
2n∏
j=1

sinh
1

2

(
α − βj + π i

2

)
F−(α) = (−1)n

2n∏
j=1

sinh
1

2

(
α − βj − π i

2

)
andcl(β) denotes some function ofβj ’s. Terms containingcl(β) vanish in the determinant.



Quantum KZ equation and correlation functions of theXXZ model 2943

Step 3. Expand the determinant at the first column to obtain

J (β)ε = in+122n−1

e
∑
j βj /2

∑
j e−βj

n∑
l=1

(−1)l−1Jl,ε

Jl,ε =
∫
. . .

∫ n∏
k=1

dαk
∏
k,j

ϕ(αk − βj ) (F+(αl)− F−(αl))Dl(α)Q(α|β)ε

where for brevity we setDl(α) = D(α1, . . . , αl−1, αl+1, . . . , αn).

Step 4. Next we carry out the integral overαl . For eachl, set

Ql(α|β)ε =
∏
j (<l̄) sinhν

(
αl − βj + π i/2

) ∏
j (>l̄) sinhν

(−αl + βj + π i/2
)∏

r(<l) sinhν(αr − αl − π i)
∏
r(>l) sinhν(αl − αr − π i)

.

Consider the integrals

K
(±)
l,ε = ±

∫
C±
H
(±)
l,ε dαl

H
(±)
l,ε = F±(αl)

2n∏
j=1

ϕ(αl − βj )Ql(α|β)ε

taken along the contoursC± = ∑4
i=1C±,i , respectively, which are shown in figure C1. (To

fix the idea we draw the figure assuming theβj are all real, but the necessary modification
in the general situation should be obvious.)

Figure C1. The contourC±.

It can be verified that inside the contours the only poles of the integrandH
(±)
l,ε are

αl = αs ∓ π i for s < l or s > l, respectively. Collecting the residues we obtain

K
(+)
l,ε +K

(−)
l,ε = −2π i

(∑
s(<l)

M
(+)
l,s +

∑
s(>l)

M
(−)
l,s

)
M

(±)
l,s = Resαl=αs∓π iF±(αl)

∏
j

ϕ(αl − βj )Ql(α|β)ε dαl .

One can show that, upon integration by the other variables and summing overl, these terms
cancel with each other. More precisely, set

Q′
l,s(α|β)ε=

∏
j (<l̄) sinhν

(
αl − βj + π i/2

) ∏
j (>l̄) sinhν

(−αl + βj + π i/2
)∏

r(<l)

r 6=s
sinhν(αr − αl − π i)

∏
r(>l)

r 6=s
sinhν(αl − αr − π i)

.
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Then we have, for any pairr < s,∫
dαr M

(+)
sr Ds(α)Q

′
rs(α|β)ε + (−1)r−s

∫
dαs M

(−)
rs Dr(α)Q

′
sr (α|β)ε = 0 .

This can be seen by changing the variableαr → αs + π i.

Step 5. From the transformation properties ofϕ(β) it follows that

H
(±)
l,ε

∣∣
αl→αl∓π i/ν= H

(∓)
l,ε

which implies that the integrals corresponding toC±,3 give the same results as forC∓,1.
As R → ∞, the integrals alongC±,2,4 are calculated from the following asymptotics

of the integrand asαl → ±∞:

ϕ(αl − βj ) ∼ 2 exp

(
∓1 + ν

2
(αl − βj )

)
Fσ (αl)

2n∏
j=1

ϕ(αl − βj ) ∼ in exp

(
∓ν

(
nαl − 1

2

2n∑
j=1

βj

))

Ql(α|β)ε ∼ (−1)l+l̄+1

2n
exp

(±ν(nαl + Al)
) × (±1)n

with

Al =
∑
k 6=l

αk −
∑
j 6=l̄

βj + π i
(
l̄ − 2l + 1

2

)
.

From the last two steps we find that∫ R

−R

(
H
(+)
l,ε −H

(−)
l,ε

)
dαl = π i

ν

(−1)l+l̄+1in

2n
(
eνÃl − e−νÃl ) + R

where

Ãl = Al + 1
2

2n∑
j=1

βj

andR signifies a term which vanishes whenR → ∞. Hence we arrive at the result (2.28)
stated in the beginning.

Appendix D. Derivation of the nearest-neighbour correlator

Here we derive the formula (4.3). We start from (4.2) and consider the specialization

G = G(β + π i, β + π i, β, β)++−− .

Proposition D.1.

G+ 1

2
= 1

2πν2

∫ ∞

−∞

eα

cosh2 α

ϕ′(α)
ϕ(α)

(1 − cosπν cosh 2να) dα . (D.1)
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Proof. First let (β1, . . . , β4) = (β + π i, β + π i, β + ε, β + ε). Then (4.2) becomes

G(β + π i, β + π i, β + ε, β + ε)++−− = −1

4πν2

e−β−ε

1 − e−ε
ρ(π i − ε)4

ρ(π i)4

×
∫

dα eαϕ(α − β − π i)2ϕ(α − β − ε)2 sinh2 ν

(
α − β − ε − π i

2

)
×

[
sinhν

(
α − β − 3π i

2

)
sinhν

(
α − β − ε − 3π i

2

)
+ sinhν

(
α − β − π i

2

)
sinhν

(
α − β − ε − π i

2

)]
.

Sinceα = β+ε+π i/2 is not a pole, the contour can be taken asπ/2< Im(α−β) < 3π/2.
Changing the variableα → α+β+ε+π i and usingϕ(α+π i)ϕ(α) = −i/ coshα sinhν(α+
π i/2), we find

G= lim
ε→0

1

4πν2

1

1 − e−ε

∫ ∞

−∞
dα eα

ϕ(α + ε)2

ϕ(α)2

−1

cosh2 α

[
sinhν

(
α + π i

2
+ ε

)
sinhν

(
α + π i

2

)
+ sinhν

(
α − π i

2
+ ε

)
sinhν

(
α − π i

2

)]
.

Noting

0 =
∫ ∞

−∞
dα

eα

cosh2 α

[
sinh2 ν

(
α + π i

2

)
+ sinh2 ν

(
α − π i

2

)]
and lettingε → 0, we obtain

G= 1

2πν2

∂

∂ε

(∫ ∞

−∞
dα eα

ϕ(α + ε)2

ϕ(α)2

−1

cosh2 α
Re sinhν

(
α + π i

2
+ ε

)
sinhν

(
α + π i

2

))∣∣∣∣
ε=0

=I1 + I2

whereI1 is given by the right-hand side of (D.1) and

I2 = −1

4πν

∫ ∞

−∞
dα

eα

cosh2 α
Re sinh 2ν

(
α + π i

2

)
.

Using ∫ ∞

−∞
dα

eλα

cosh2 α
= πλ

sinπλ/2
(D.2)

we find

I2 = − 1
2

thereby completing the proof of the lemma. �

Proposition D.2.

G = J1 + J2 − 1
2

J1 = 1

π2

∫ ∞

0
t dt

sinh(1 + ν)t

sinht

(
1

sinπν
Im

1

coshν(t + π i)
+ sinhνt

cosh2 νt

)
(D.3)

J2 = 1

π sinπν

∫ ∞

0
dt

sinh(1 + ν)t

sinht

(
Re

1

coshν(t + π i)
− cosπν

coshνt

)
.
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Proof. Substituting the integral formula for logϕ(α) into I1 above, we obtain

G+ 1
2 = 1

π2ν

∫ ∞

0
dt

sinh(1 + ν)t

sinht sinh 2νt

∫ ∞

−∞
dα

eα

cosh2 α
sin

(
2νt

π
α

)
(cosh 2να cosπν − 1) .

By integrating overα using (D.2), the right-hand side becomes

1

π2

∫ ∞

0
dt

sinh(1 + ν)t

sinht sinh 2νt

(
cosπν

(
t − π i

coshν(t − π i)
+ t + π i

coshν(t + π i)

)
− 2t

coshνt

)
.

After a little algebra we obtain (D.3). �

Proposition D.3.We have

G− 1
2 = J1 + J2 − 1 = 1

π2 sinπν

∂

∂ν

(
sinπν

∫ ∞

0
dt

sinh(1 − ν)t

sinht coshνt

)
. (D.4)

Proof. Consider the integral∫
C

dt
sinh(1 + ν)(t − π i)

sinh(t − π i)

t − π i

coshνt
= 0

where the contourC is as shown in figure D1.

Figure D1. The contourC and the semicircleCε .

Taking the imaginary part, we obtain∫ R

−R
t dt

sinh(1 + ν)t

sinht
Im

(
1

coshν(t + π i)

)
= Im

(∫ −ε

−R
+

∫
Cε

+
∫ R

ε

)
dt

(
sinh(1 + ν)(t − π i)

sinh(t − π i)

t − π i

coshνt

)
+

∫ π

0
dt Re

(
sinh(1 + ν)(R + t i − π i)

sinh(R + t i − π i)

R + t i − π i

coshν(R + t i)

−sinh(1 + ν)(−R + t i − π i)

sinh(−R + t i − π i)

−R + t i − π i

coshν(−R + t i)

)
.

As ε → 0, the integral over the semicircleCε givesπ2 sinπν, and asR → ∞, the last
term behaves like

4πR cosπν − 2π2 sinπν + O(R−1) .

Since

Im

(
sinh(1 + ν)(t − π i)

sinh(t − π i)

t − π i

coshνt

)
= − t cosh(1 + ν)t sinπν

sinht coshνt
− π sinh(1 + ν)t cosπν

sinht coshνt

and
sinh(1 + ν)t sinhνt

sinht cosh2 νt
− cosh(1 + ν)t

sinht cosh2 νt
= − cosht

sinht coshνt
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we have∫ R

−R
t dt

sinh(1 + ν)t

sinht

(
sinhνt

cosh2 νt
+ 1

sinπν
Im

1

coshν(t + π i)

)
= −

∫ R

−R
tdt

cosht

sinht cosh2 νt
− π cotπν

∫ R

−R

sinh(1 + ν)t

sinht coshνt
dt

+4πR cotπν − π2 + O(R−1) .

Noting that

lim
R→∞

(
4πR cotπν − π cotπν

∫ R

−R
dt

sinh(1 + ν)t

sinht coshνt

)
= 2π cotπν

∫ ∞

0
dt

sinh(1 − ν)t

sinht coshνt

we have

J1 = −1

2
− 1

π2

∫ ∞

0
t dt

cosht

sinht cosh2 νt
+ cotπν

π

∫ ∞

0
dt

sinh(1 − ν)t

sinht coshνt
.

By a similar calculation, starting from∫
C

dt
sinh(1 + ν)(t − π i)

sinh(t − π i)

1

coshνt
= 0

we obtainJ2 = 3
2. Collecting these terms, we obtain (D.4). �

Appendix E. Integrals related to the caseν = 1
2

Here we supply proofs to the formulae presented in section 5. We retain the notation used
there.

First let us evaluate the integralsIki (5.2) andJki (E.5). SetBj = eβj , and define

Fji = 1∏i
k=r
k 6=j
(Bj − Bk)

∏s
k=i (Bj + Bk)

(r 6 j 6 i 6 s)

Gji = (−1)n∏i
k=r (Bj + Bk)

∏s
k=i
k 6=j
(Bj − Bk)

(r 6 i 6 j 6 s) .

(E.1)

Proposition E.1.For 16 k 6 n andr 6 i 6 s we have

Iki = is+1−i

π
B

1/2
i

( s∏
j=r

Bj

)1/2( i∑
j=r
(−Bj)k−1βjFji +

s∑
j=i

Bk−1
j (βj + π i)Gji

)
(E.2)

Jki = 2is−iB1/2
i

( s∏
j=r

Bj

)1/2 i∑
j=r
(−Bj)k−1Fji (E.3)

= −2is−iB1/2
i

( s∏
j=r

Bj

)1/2 s∑
j=i

Bk−1
j Gji . (E.4)

Proof. Changing the integration variable toA = eα we have

Iki = i2r−s+1−i

π
B

1/2
i

( s∏
j=r

Bj

)1/2 ∫ ∞

0
ωki
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where we have set

ωki = Ak−1 dA∏i
j=r (A+ Bj)

∏s
j=i (A− Bj + i 0)

.

To see (E.2) it suffices to show that∫ ∞

0
ωki = (−1)n+1

( i∑
j=r
(−Bj)k−1βjFji +

s∑
j=i

Bk−1
j (βj + π i)Gji

)
.

This follows from integration ofωki log(−A) along the contour shown in figure E1.

Figure E1. The contour for the residue calculus.

The formula (E.4) is a direct consequence of (E.2). Counting the sum of the residues
of ωki we find

0 =
i∑

j=r
(−Bj)k−1Fji +

s∑
j=i

Bk−1
j Gji .

This shows the equality of (E.3) and (E.4). �
Define

Jki = Iki + (−1)s+i Īki (E.5)

and denote byIi andJi the column vectors

Ii = t(I1i , . . . , Ini) Ji = t(J1i , . . . , Jni) .

Proposition E.2.

1 =
∏

r6j<k6s
2i cosh

βj − βk

2
det(Jr , Jr+1, . . . , Js) . (E.6)

Proof. To see this, we write down the known equality

1 = 〈1〉 =
∑
εr ,···,εs

〈E(r)εr εr · · ·E(s)εsεs 〉(βr , . . . , βs) . (E.7)

For convenience let us introduce the symbolsIi(±), Īi(±) by settingIi(+) = Ii, Īi (+) = Īi
andIi(−), Īi(−) = the empty symbol. Then (E.7) can be written as

1 =
∏

r6j<k6s
2i cosh

βj − βk

2

∑
εr ,...,εs

det
(
Ir(−εr), . . . , Is(−εs), Īs(εs), . . . , Īr (εr )

)
.
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Taking the sum overεs, εs−1, . . . successively and keeping track of the signs, we find that
the last sum becomes a single determinant det(Jr , . . . , Js). �

Proposition E.3.If r 6 m, l 6 s then

〈ψmψ∗
l 〉 = D−1 det(Jr , . . . , Jl−1, Im, Jl+1, . . . , Js) (E.8)

whereD = det(Jr , Jr+1, . . . , Js).

Proof. This can be verified in a similar way as in the proof of proposition E.2. As an
example, let us taker = 1, s = 4, m = 1, l = 3:

〈ψ1ψ
∗
3 〉 = 〈σ−

1 σ
z
2σ

+
3 1〉

=
∑
ε2,ε4

〈E(1)−+
(
ε2E

(2)
ε2ε2

)
E
(3)
+−E

(4)
ε4ε4

〉 .

Using equations (5.1) and (E.6), in the same notation as in proposition E.2, we have

D〈ψ1ψ
∗
3 〉 =

∑
ε2,ε4

ε2 det
(
I1(+), I2(−ε2), I3(−), I4(−ε4)Ī4(ε4), Ī3(−), Ī2(ε2), Ī1(+)

)
.

The sum overε4 givesJ4, Summing further overε2 we obtain

det(I1, J4, Ī2, Ī1)− det(I1, I2, J4, Ī1) = det(I1,−J2, J4, Ī1

= det(J1, J2, I1, J4)

where we usedJ2 = I2 + Ī2 andJ1 = I1 − Ī1.
In general, consider the casem < l. We have

D〈ψmψ∗
l 〉 =

∑
εr ,...,εs

εm+1 · · · εl−1 detI (ε)

whereI (ε) denotes the matrix consisting of the following array of column vectors:

Ir(−εr), . . . , Im−1(−εm−1), Im(+), Im+1(−εm+1), . . . , Il−1(−εl−1)

Il(−), Il+1(−εl+1), . . . , Is(−εs), Īs(εs), . . . , Īl+1(εl+1)

Īl(−), Īl−1(εl−1), . . . , Īm+1(εm+1), Īm(+), Īm−1(εm−1), . . . , Īr (εr ) .

Summing overεs, εs−1, . . . we see that the sum combines into a single determinant

det(Jr , . . . , Jm−1, Im,−Jm+1, . . . ,−Jl−1, Jl+1, . . . , Js, Īm)

= det(Jr , . . . , Jm−1, (−1)s−mĪm, Jm+1, . . . , Jl−1, Im, Jl+1, . . . , Js) .

This shows (E.8). The other cases are similar. �
Arguing in a similar manner, one can show in general the following.

Proposition E.4.Supposem1 < · · · < mk, l1 < · · · < lk, and let r 6 min(m1, l1),
max(mk, lk) 6 s. Then

〈ψm1 · · ·ψmkψ∗
lk

· · ·ψ∗
l1
〉 = D−1 det

(
Jr, . . . , Jl1−1, Im1, Jl1+1, . . . , Jlk−1, Imk , Jlk+1, . . . , Js

)
whereD = det(Jr , Jr+1, . . . , Js). In the right-hand sideImj is placed at thelj th slot.

We omit the details.

Proof of proposition 5.2.Consider the matrixX = (Jr , Jr+1, . . . , Js), and setKm = X−1Im.
Then proposition E.4 states that

〈ψm1 · · ·ψmkψ∗
lk

· · ·ψ∗
l1
〉 = det(e1, . . . , Km1, . . . , Kmk , . . . , en)
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where theej = (δji)16i6n denote the unit vectors. It is clear that the right-hand side is

det((Kmj )li )16j,i6k .

and that〈ψmψ∗
l 〉 = (Km)l . The proposition follows from this observation. �

Proof of proposition 5.3. The formula (5.5) is already known. Let us show (5.4) by taking
r = m ands = l in (E.8). We wish to compute

det
(
Jm, Jm+1, . . . , Jl−1, Im − 1

2Jm
)
.

Substituting

Ikm − 1
2Jkm = i n

π
B1/2
m

( l∏
j=m

Bj

)1/2(
(−Bm)k−1βmFmm +

l∑
j=m

Bk−1
j βjGjm

)

= i n

π
B1/2
m

( l∏
j=m

Bj

)1/2 l∑
j=m

Bk−1
j (βj − βm)Gjm

and using (E.3), we have the following expression forD〈ψmψ∗
l 〉:

i n

π
B1/2
m

( l∏
j=m

Bj

)n/2 l∑
j=m

(βj − βm)Gjm detXjYZ .

HereXj, Y, Z are the following matrices:

Xj =


1 . . . 1 1

−Bm . . . −Bl−1 Bj
...

...
...

(−Bm)n−1 . . . (−Bl−1)
n−1 Bn−1

j



Y =


Fmm . . . Fm l−1 0

0
. . .

... 0
0 . . . Fl−1 l−1 0
0 . . . 0 1


Z = diag

(
2i l−mB1/2

m , . . . ,2iB1/2
l−1, 1

)
.

The matrixY is upper triangular with diagonal entriesFkk (m 6 k 6 l − 1) and 1. It is
therefore straightforward to compute the determinant. Inserting the expressions forFji and
Gji in (E.1) we obtain the formula (5.4).

The case of〈ψ∗
mψl〉 can be shown similarly, using (E.4). �

Appendix F. Inhomogeneous Ising model

In this section, we compute the correlation functions of the inhomogeneous Ising model
at the critical temperature. We give an explicit formula for the vacuum expectation values
〈vac|ψ∗

mψn|vac〉 whereψ∗
n , ψn (n ∈ Z) are the free fermions diagonalizing the transfer

matrix T (u) of the critical Ising model. The general correlation functions are given by the
Pfaffians of these matrix elements. In [21] the correlation functions for the critical Ising
model were given. We have not checked the equivalence of our result to theirs except for
some simple cases.
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F.1. Completely inhomogeneous Hamiltonian

Consider the transfer matrix of a completely inhomogeneous six-vertex model in the infinite
volume:

=
∑
{τn}

∏
n

R̄
ε′
nτn−1
εnτn (βn + u) .

The horizontal line carries the spectral parameter 0 and the vertical lines carry the spectral
parametersβn+u. We assume thatβn = 0 if |n| � 0. The Boltzmann weights̄R

ε′
1,ε

′
2

ε1,ε2(β) are
given by (2.3) withν = 1

2. This is the choice in which the six-vertex model is equivalent
to the critical Ising model (see e.g. [3]).

Let S be the shift operator

S
{ε′
n}

{εn} =
∏
n

δεn+1ε′
n
.

Then we have

S−1T (u) =
∑
{τn}

∏
n

Ř
ε′
nτn−1
τnεn−1 (βn + u)

= · · · Řn+1n(βn+1 + u)Řn n−1(βn + u) · · · (F.1)

where

Ř(β) =


1

c̄(β) b̄(β)

b̄(β) c̄(β)

1


and

b̄(β) = 1 − ζ 2

i(1 + ζ 2)
c̄(β) = 2ζ

1 + ζ 2
ζ = e−β/2 .

The matrixŘ(β) can be put in the form

Ř(β) = eγX X = σ+ ⊗ σ− + σ− ⊗ σ+

whereσ± = (σ x ± iσy)/2 andγ = γ (β) is related toβ by

e−γ = 1 + i sinhβ/2

coshβ/2
= 2ζ

1 + ζ 2
+ i(1 − ζ 2)

1 + ζ 2

e−β/2 = 1 − i sinhγ

coshγ
= ζ .

As −iβ increases from 0 toπ , γ increases monotonically from 0 to∞. We write
γn = γ (βn), Cn = coshγn andSn = sinhγn. In what follows, we assume thatSn < 1.
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F.2. Jordan–Wigner transformation

As usual, we define the Jordan–Wigner transformation

ψ∗
n = σ+

n

∏
m<n

σ zm ψn = σ−
n

∏
m<n

σ zm .

Note that the operatorsψ∗
n andψn satisfy the canonical anti-commutation relation

[ψ∗
m,ψ

∗
n ]+ = [ψm,ψn]+ = 0 [ψ∗

m,ψn]+ = δm,n . (F.2)

Form, n ∈ Z such thatm > n, we set

Hmn = ψnψ
∗
m + (−1)m−n+1ψmψ

∗
n .

Note that

Xnn−1 = Hnn−1 [Hnn−1, Hm,n] = Hmn−1 [Hnn−1, Hmn−1] = Hmn . (F.3)

We have

Proposition F.1.

T (0)−1T (u) = 1 + iu

2
H + O(u2) (F.4)

where

H =
∑
m>n

(−1)m−nCmSm−1 · · · Sn+1CnHmn .

Proof. Let us use≡ to mean an equality modulou2. Using (F.1), we have

T (0)−1T (u)− 1 ≡
∑
n

· · · Řn−1n−2(βn−1)
−1

(
Řn n−1(βn)

−1Řn n−1(βn + u)− 1
)

×Řn−1n−2(βn−1) · · ·
≡ −iu

2

∑
n

· · · Ad Řn−1n−2(βn−1)
−1CnHnn−1 .

SinceŘk k−1(β)
−1 = e−γkHk k−1, the proposition follows from (F.3). �

If we fix βn’s, the transfer matricesT (u) commute with each other for different values
of u. ThereforeH also commutes withT (u), and they can be diagonalized simultaneously.

F.3. Diagonalization

In order to diagonalize the HamiltonianH we set

φ(θ) =
∑
n

Cn einθ
∏

j6n−1

(1 + Sj e−iθ )
∏

j>n+1

(1 − Sj eiθ )ψn

φ∗(θ) =
∑
n

Cn e−inθ
∏

j6n−1

(1 − Sj eiθ )
∏

j>n+1

(1 + Sj e−iθ )ψ∗
n .

(F.5)

Then we have

Proposition F.2.

[H, φ(θ)] = −(eiθ + e−iθ )φ(θ) (F.6)

[H, φ∗(θ)] = (eiθ + e−iθ )φ∗(θ) (F.7)

[φ∗(θ1), φ(θ2)]+ =
∏
j

(1 + Sj e−iθ1)(1 − Sj eiθ1)
∑
k

eik(θ1−θ2) . (F.8)
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Proof. Setz = eiθ , and write

φ(θ) =
∑
n∈Z

xnψn

xn = Cnz
n

∏
j6n−1

(1 + Sjz
−1)

∏
j>n+1

(1 − Sjz)

and

[H, ψn] = −
∑
m

ψmAmn

Amn =


CmSm−1 · · · Sn+1Cn if m > n

0 if m = n

(−1)n−m−1CnSn−1 · · · Sm+1Cm if m < n .

(F.9)

We are to prove∑
n∈Z

Amnxn = (z + z−1)xm . (F.10)

Suppose thatβn = 0, i.e.Cn = 1 andSn = 0, except forM 6 n 6 N . If m > N + 2 or
m 6 M − 2, then (F.10) is valid because

Amn =
{

1 if n = m± 1

0 otherwise

and

xn =


zn

∏
M6j6N

(1 + Sjz
−1) if n > N + 1

zn
∏

M6j6N
(1 − Sjz) if n 6 M − 1 .

Therefore, (F.10) is written in the form

A(N,M)x(N,M) = 0 (F.11)

whereA(N,M) = (
A(N,M)mn

)
N+1>m,n>M−1 and x(N,M) = (

x(N,M)n

)
N+1>n>M−1. The matrix

A(N,M) is of the form:

A(N,M) =



−z−1 CN · · ·
CN −z − z−1 · · ·

−SNCN−1 CNCN−1

SNSN−1CN−2 −CNSN−1CN−2

· ·
· · A

(N−1,M)

· ·
(−1)N−MSNSN−1 · · · SM+1CM (−1)N−M−1CNSN−1 · · · SM+1CM
(−1)N−M+1SNSN−1 · · · SM+1SM (−1)N−MCNSN−1 · · · SM+1SM



=



SNSN−1 · · · SM+1CM SNSN−1 · · · SM+1SM
CNSN−1 · · · SM+1CM CNSN−1 · · · SM+1SM

· ·
A(N,M+1) · ·

· ·
CM+2SM+1CM CM+2SM+1SM
CM+1CM CM+1SM

· · · −z − z−1 CM
· · · CM −z


.
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Here

A
(N−1,M) = (

A(N−1,M)
mn

)
N−1>m,n>M−1 A(N,M+1) = (

A(N,M+1)
mn

)
N+1>m,n>M+1 .

Similarly, the vectorx(N,M) is of the form

x(N,M) =


(1 + SMz

−1) · · · (1 + SNz
−1)zN+1

(1 + SMz
−1) · · · (1 + SN−1z

−1)CNz
N

x(N−1,M)(1 − SNz)



=


x(N,M+1)(1 + SMz

−1)

CM(1 − SM+1z) · · · (1 − SNz)z
M

(1 − SMz)(1 − SM+1z) · · · (1 − SNz)z
M−1

 . (F.12)

Here

x(N−1,M) =
(
x(N−1,M)
n

)
N−1>n>M−1

x(N,M+1) =
(
x(N,M+1)
n

)
N+1>n>M+1

.

We prove (F.11) by induction onN −M. If N = M, we can check directly that( −z−1 CN SN
CN −z − z−1 CN
−SN CN −z

)( (1 + SNz
−1)zN+1

CNz
N

(1 − SNz)z
N−1

)
= 0 .

If N > M, noting that

−SN (1 + SNz
−1)zN+1 + CN CNz

N = (1 − SNz)z
N

we can reduce the equality
(
A(N,M)x(N,M)

)
n

= 0 for N − 1 > n > M − 1 to(
A(N−1,M)x(N−1,M)

)
n

= 0. Similarly, noting that

CM CMz
M + SM (1 − SMz)z

M−1 = (1 + SMz
−1)zM

we can reduce the equality
(
A(N,M)x(N,M)

)
n

= 0 for N + 1 > n > M + 1 to(
A(N,M+1)x(N,M+1)

)
n

= 0. The proof of (F.7) is similar.
Let us prove (F.8). We have

[φ∗(θ1), φ(θ2)]+ =
∑
k

C2
k z
k
2z

−k
1

k−1∏
j=−∞

(1 + Sjz
−1
2 )(1 − Sjz1)

∞∏
j=k+1

(1 − Sjz2)(1 + Sjz
−1
1 )

wherezj = eiθj (j = 1, 2). We assume thatCn = 1 andSn = 0 except forM 6 n 6 N .
Then we have

[φ∗(θ1), φ(θ2)]+ = zN+1
2 z−N−1

1

∏N
j=M(1 + Sjz

−1
2 )(1 − Sjz1)

1 − z2z
−1
1

+
N∑

k=M
zk2z

−k
1 (1 + S2

k )

k−1∏
j=M

(1 + Sjz
−1
2 )(1 − Sjz1)

N∏
j=k+1

(1 − Sjz2)(1 + Sjz
−1
1 )

+zM−1
2 z−M+1

1

∏N
j=M(1 − Sjz2)(1 + Sjz

−1
1 )

1 − z−1
2 z1

. (F.13)

Write the RHS as(∑
k∈Z

zk2z
−k
1

) N∏
j=M

(1 + Sjz
−1
1 )(1 − Sjz1)+ F (N,M)(SM, . . . , SN ; z1, z2) .
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Then,F (N,M)(SM, . . . , SN ; z1, z2) belongs toC[SM, . . . , SN, z1, z
−1
1 , z2, z

−1
2 ].

We wish to showF (N,M) = 0. Let G(N,M)(SM, . . . , SN ; z1, z2) be the RHS of (F.13).
Note thatF (N,M) = G(N,M) in C(z1, z2)[SM, . . . , SN ]. Therefore, it is enough to show
G(N,M) = 0 as an element ofC(z1, z2)[SM, . . . , SN ]. Note that

G(N,M)(SM, . . . , SN ; z1, z2)= G(N,M)(−SM, . . . ,−SN ; z−1
2 , z−1

1 )

= zN+M
2 z−N−M

1 G(N,M)(SN, . . . , SM; z2, z1) .

It is also easy to show that

G(N,M)(SM, . . . , SN ; z1, z2) = G(N,M)(Sσ(M), . . . , Sσ(N); z1, z2)

for any permutationσ of {M, . . . , N}. NowG(N,M)(SM, . . . , SN ; z1, z2) is a polynomial of
degree 2 inSM . Therefore, in order to show thatG(N,M) = 0, it is enough to show

G(N,M)(z1, SM+1, . . . , SN ; z1, z2) = 0 .

This is shown by induction: we have

G(N,M)(z1, SM+1, . . . , SN ; z1, z2) = (z2z
−1
1 + z2z1)G

(N,M+1)
(SM+1, . . . , SN ; z1, z2)

where

G
(N,M+1)

(SM+1, . . . , SN ; z1, z2) = −zN−1
2 z−N+1

1

N∑
j=M+1

(1 + Sjz
−1
2 )(1 − Sjz1)

+(1 − z1z
−1
2 )

N∑
k=M+1

zk−1
2 z−k+1

1 (1 + S2
k )

×
k−1∏

j=M+1

(1 + Sjz
−1
2 )(1 − Sjz1)

N∏
j=k+1

(1 − Sjz2)(1 + Sjz
−1
1 )

+
N∑

j=M+1

(1 − Sjz2)(1 + Sjz
−1
1 ) .

Then we can show that

G
(N,M+1)

(SM+1, . . . , SN ; z1, z2) = z2z
−1
1 (1 + SM+1z

−1
2 )(1 − SM+1z1)

×G(N,M+2)
(SM+2, . . . , SN ; z1, z2) .

BecauseG
(N,N)

(SN ; z1, z2) = 0, we haveG
(N,M+1)

(SM+1, . . . , SN ; z1, z2) = 0 by induction.

F.4. Correlation functions

The vacuum vector|vac〉 satisfies

φ(θ)|vac〉 = 0 if −π/2 6 θ 6 π/2

φ∗(θ)|vac〉 = 0 if π/2 6 θ 6 3π/2 .
(F.14)

Similarly, the dual vacuum〈vac| satisfies

〈vac|φ(θ) = 0 if π/2 6 θ 6 3π/2

〈vac|φ∗(θ) = 0 if −π/2 6 θ 6 π/2 .
(F.15)

We also have〈vac|vac〉 = 1. Our goal is to compute two point functions〈vac|ψ∗
mψn|vac〉.

For this purpose we need
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Proposition F.3.

ψn =
∫ 2π

0
φ(θ)An(θ)

dθ

2π
ψ∗
n =

∫ 2π

0
φ∗(θ)A∗

n(θ)
dθ

2π
.

HereAn(θ) andA∗
n(θ) are given by

An(θ) = e−inθ

Cn
∏n−1
j=−∞(1 + Sj e−iθ )

∏∞
j=n+1(1 − Sj eiθ )

{
1

1 + Sn e−iθ
+ 1

1 − Sn eiθ
− 1

}
A∗
n(θ) = einθ

Cn
∏n−1
j=−∞(1 − Sj eiθ )

∏∞
j=n+1(1 + Sj e−iθ )

{
1

1 + Sn e−iθ
+ 1

1 − Sn eiθ
− 1

}
.

Proof. From equation (F.5) we have∫ 2π

0
φ(θ)An(θ)

dθ

2π
=

∑
k>n

ψk

∫ 2π

0

Ck
∏k−1
j=n(1 + Sj e−iθ )

Cn
∏k
j=n+1(1 − Sj eiθ )

×
{

1

1 + Sn e−iθ
+ 1

1 − Sn eiθ
− 1

}
ei(k−n)θ dθ

2π

+
∑
k6n−1

ψk

∫ 2π

0

Ck
∏n
j=k+1(1 − Sj eiθ )

Cn
∏n−1
j=k (1 + Sj e−iθ )

×
{

1

1 + Sn e−iθ
+ 1

1 − Sn eiθ
− 1

}
e−i(n−k)θ dθ

2π
.

Noting that
∫ 2π

0 einθdθ/2π = δn,0, we can show this is equal toψn. The other case is
similar.

The two point functions are given as follows. We have obviously

〈vac|ψmψn|vac〉 = 〈vac|ψ∗
mψ

∗
n |vac〉 = 0 .

Proposition F.4.Suppose thatm < n. We have

〈vac|ψ∗
mψn|vac〉 = (−1)m−n+1〈vac|ψ∗

nψm|vac〉
= (−1)m−n〈vac|ψmψ∗

n |vac〉 = −〈vac|ψnψ∗
m|vac〉

= im−n−1

π
(BmBn)

1/2
n∑

j=m
βj

∏
m+16l6n−1(Bj + Bl)∏

m6l6n
l 6=j
(Bj − Bl)

. (F.16)

Here, we setBj = eβj . In addition, we have

〈vac|ψ∗
nψn|vac〉 = 〈vac|ψnψ∗

n |vac〉 = 1
2 .

Proof. Because of (F.2), it is enough to compute〈vac|ψ∗
mψn|vac〉 (m, n ∈ Z). Consider the

anti-involution

ψn ↔ ψ∗
n βn ↔ −βn γn ↔ −γn 〈vac| ↔ |vac〉 φ(θ) ↔ φ∗(−θ) .

Note that the last expression in (F.16) changes sign by(−1)m−n−1. Therefore, it is enough
to prove the equality for〈vac|ψ∗

mψn|vac〉.
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First, consider the casem = n. Using equations (F.14) and (F.15) and proposition F.3,
we have

〈vac|ψ∗
nψn|vac〉 =

∫ 3π/2

π/2

(1 + Sn e−iθ )(1 − Sn eiθ )

C2
n

{
1

1 + Sn e−iθ
+ 1

1 − Sn eiθ
− 1

}2 dθ

2π

=
∫ 3π/2

π/2

d

dθ

(
log

1 + Sn e−iθ

1 − Sn eiθ
+ iθ

)
dθ

2π i

= 1
2 .

In general, form < n, we have

〈vac|ψ∗
mψn|vac〉 =

∫ 3π/2

π/2

Cm

1 + Sme−iθ

n−1∏
j=m+1

1 − Sjeiθ

1 + Sje−iθ

Cn

1 + Sne−iθ
e−i(n−m)θ dθ

2π
.

With the change of variablez = −eiθ , the right-hand side becomes

−
∫ i

−i

CmCn
∏n−1
j=m+1(1 + Sjz)∏n

j=m(−z + Sj )

dz

2π i
= (−1)n−m

CmCn

(2π i)2

∫
C

dz log
z + i

z − i

∏n−1
j=m+1(1 + Sjz)∏n
j=m(z − Sj )

.

Here the branch of log(z + i)/(z − i) is such that it has the value 0 atz = ∞. The contour
C is as in figure F1.

Figure F1. The contourC.

Taking the residues atz = Sj (m 6 j 6 n) and using (F.5) and, in particular, the
equality

log
Sj + i

Sj − i
= −βj − π i

n∑
j=m

∏n−1
l=m+1(Bj + Bl)∏
m6l6n
l 6=j
(Bj − Bl)

= 0

we have (F.16).
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